In this exercise, you will use Naive Bayes to classify email messages into spam and nonspam groups. Your dataset is a preprocessed subset of the [Ling-Spam Dataset](http://csmining.org/index.php/ling-spam-datasets.html), provided by Ion Androutsopoulos. It is based on 960 real email messages from a linguistics mailing list.

There are two ways to complete this exercise. The first option is to use the Matlab/Octave-formatted features we have generated for you. This requires using Matlab/Octave to read prepared data and then writing an implementation of Naive Bayes. To choose this option, download the data pack [ex6DataPrepared.zip](http://openclassroom.stanford.edu/MainFolder/courses/MachineLearning/exercises/ex6materials/ex6DataPrepared.zip).

The second option is to generate the features yourself from the emails and then implement Naive Bayes on top of those features. You may want this option if you want more practice with features and a more open-ended exercise. To choose this option, download the data pack [ex6DataEmails.zip](http://openclassroom.stanford.edu/MainFolder/courses/MachineLearning/exercises/ex6materials/ex6DataEmails.zip).

**Data Description**

The dataset you will be working with is split into two subsets: a 700-email subset for training and a 260-email subset for testing. Each of the training and testing subsets contain 50% spam messages and 50% nonspam messages. Additionally, the emails have been preprocessed in the following ways:

**1. Stop word removal:** Certain words like "and," "the," and "of," are very common in all English sentences and are not very meaningful in deciding spam/nonspam status, so these words have been removed from the emails.

**2. Lemmatization:** Words that have the same meaning but different endings have been adjusted so that they all have the same form. For example, "include", "includes," and "included," would all be represented as "include." All words in the email body have also been converted to lower case.

**3. Removal of non-words:** Numbers and punctuation have both been removed. All white spaces (tabs, newlines, spaces) have all been trimmed to a single space character.

As an example, here are some messages before and after preprocessing:

**Nonspam message "5-1361msg1" before preprocessing**

Subject: Re: 5.1344 Native speaker intuitions

The discussion on native speaker intuitions has been extremely

interesting, but I worry that my brief intervention may have

muddied the waters. I take it that there are a number of

separable issues. The first is the extent to which a native

speaker is likely to judge a lexical string as grammatical

or ungrammatical per se. The second is concerned with the

relationships between syntax and interpretation (although even

here the distinction may not be entirely clear cut).

**Nonspam message "5-1361msg1" after preprocessing**

re native speaker intuition discussion native speaker intuition

extremely interest worry brief intervention muddy waters number

separable issue first extent native speaker likely judge lexical

string grammatical ungrammatical per se second concern relationship

between syntax interpretation although even here distinction entirely clear cut

For comparison, here is a preprocessed spam message.

**Spam message "spmsgc19" after preprocessing**

financial freedom follow financial freedom work ethic extraordinary

desire earn least per month work home special skills experience

required train personal support need ensure success legitimate

homebased income opportunity put back control finance life ve

try opportunity past fail live promise

As you can discover from browsing these messages, preprocessing has left occasional word fragments and nonwords. In the end, though, these details do not matter so much in our implementation (you will see this for yourself).

**Multinomial Naive Bayes**

To classify our email messages, we will use a multinomial Naive Bayes model. The parameters of our model are as follows:
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Recall from the lecture videos that

![$\phi_{k\vert y=1}$](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAADQAAAAiBAMAAAGV3tfIAAAAMFBMVEXZ2dmRkZGDg4NXV1dJSUkdHR0PDw+urq6goKB0dHRmZmY6OjosLCwAAADLy8u9vb25OX5cAAAAAXRSTlMAQObYZgAAAPVJREFUKJFjYAABRhDBHsCADRRwY4qxCQowMHBgVQ4BH6C0AZIYK1DLhoLnDLxg+wrx6MYAnMgcLoYFSLwLExIOAKkHDCBzQaBWgYGba9UCXlLMxw8YcUvxLUfmGSwwALoOBgQKLjhAeODA4m8o4IIb5ajBYcD1ggXK42TgZuDi5V+1agGIx88A8uMEJHO5GAYL0MMtNQGXxOKql37YZVYzvGToZViGxYMc94CRbMKwElXqApiM4FN4o8B3YXIAF4PUATauVUAAk+ITAcYH18IFQF3MAjNRdAGtAqZbBisBLgauxdCU3nVrAYqtXAyHF+L24CAEAIBELf6gw0AuAAAAAElFTkSuQmCC) estimates the probability that a particular word in a spam email will be the ![$k$](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAA8AAAARBAMAAAGHI9sEAAAAMFBMVEXZ2dmRkZGDg4NXV1dJSUkdHR0PDw+urq6goKB0dHRmZmY6OjosLCwAAADLy8u9vb25OX5cAAAAAXRSTlMAQObYZgAAAGNJREFUCJljYAACdhDBkMDA0ABGDAzMDAxsDAw8QNYCBgjgBBE8Cz4wMExQeMCABHrBEiCCEURM6AQSmSBWQCCQaNjOgB38hRniBaXZ7zGuFQAxWFYVQERqC5ZAGM4MXlwMDADfvRBWOO29nQAAAABJRU5ErkJggg==)-th word in the dictionary

![$\phi_{k\vert y=0}$](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAADQAAAAiBAMAAAGV3tfIAAAAMFBMVEXZ2dmRkZGDg4NXV1dJSUkdHR0PDw+urq6goKB0dHRmZmY6OjosLCwAAADLy8u9vb25OX5cAAAAAXRSTlMAQObYZgAAAQRJREFUKJFjYAABRhDBHsBwgQETFHDzYoixCQowMPA9wKIaCj5AaQMkMS4GBo4NBc+h9hXi1owJOJE5XAwLkHgXJiQcAFJAtwQEgAVqFRi4uVYtMEC2mjLAiFuKbzkyz2CBAciXUCBQcMEBwjMG+pyBv6GAC26UowaHAdcLFiiPk4GbgYuXf9WqBR1AHj8DyI8TkMzlYhgsQA+31ARcEourXvphl1nN8JKhl2EZFg9y3ANGsgnDShQpc3ZwnEbwKbxR4LswOYCLQeoAG9cqIAAmXHDS5RMBxgfXwgVAXcwCMyG6EoAQBF4CMRuDlQAXA9diSEpheLz4AYqtXAyHF+L24CAEAHMWMgo0VBvDAAAAAElFTkSuQmCC) estimates the probability that a particular word in a nonspam email will be the ![$k$](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAA8AAAARBAMAAAGHI9sEAAAAMFBMVEXZ2dmRkZGDg4NXV1dJSUkdHR0PDw+urq6goKB0dHRmZmY6OjosLCwAAADLy8u9vb25OX5cAAAAAXRSTlMAQObYZgAAAGNJREFUCJljYAACdhDBkMDA0ABGDAzMDAxsDAw8QNYCBgjgBBE8Cz4wMExQeMCABHrBEiCCEURM6AQSmSBWQCCQaNjOgB38hRniBaXZ7zGuFQAxWFYVQERqC5ZAGM4MXlwMDADfvRBWOO29nQAAAABJRU5ErkJggg==)-th word in the dictionary

![$\phi_{y}$](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAABgAAAAiBAMAAAHAvzSWAAAAMFBMVEXZ2dmRkZGDg4NXV1dJSUkdHR0PDw+urq6goKB0dHRmZmY6OjosLCwAAADLy8u9vb25OX5cAAAAAXRSTlMAQObYZgAAAJ9JREFUGJVjYGBgYGRgYG9gQAYFE5A4bIIMqOADEBtAmBz7QdodGLACTjDJxbAARF2YkMCgABa4gF01BmBE5vAtB1MGC8AWCxSADOFg4Ac721GDbxPYOg4eIMXPwM5OpA3EAD1kDlKwLK566Qdjr2Z4ydALZXPcA/rXBCYTwafwRoFzDf8GsB9EQJ4IZC4AS70EiewyRpjIY9VARXeDAQBbrBpVKuc/mQAAAABJRU5ErkJggg==) estimates the probability that any particular email will be a spam email

Here are some other notation conventions:

![$m$](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAABUAAAARBAMAAAG3r8olAAAAMFBMVEXZ2dmRkZGDg4NXV1dJSUkdHR0PDw+urq6goKB0dHRmZmY6OjosLCwAAADLy8u9vb25OX5cAAAAAXRSTlMAQObYZgAAAGRJREFUCJljYICABWg0QwIDMmBRABIODOhA9sGGC0DqPSuDEIYcGuDn5n3QADSfhxHIucDICrKrgXsBfk1Ywaz9q1xeLQHrZOTIY/j7ge86WJxbgcGKgdkAzBZl4L/HUMsuwAAA/J0USTwaExUAAAAASUVORK5CYII=) is the number of emails in our training set

The ![$i$](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAsAAAAQBAMAAAFFlKjbAAAAJ1BMVEXZ2dmRkZGDg4NXV1cdHR2urq6goKB0dHRmZmYsLCwAAADLy8u9vb2j3NLTAAAAAXRSTlMAQObYZgAAAD9JREFUCJljYAADARDBBmayMzAwM6AAEHcBEp8TSjcwMDAqAGkHIN6MrGE7AwbgyYaYwJIApoxYwTZ2mDIwAAD2GwWXmyYe9AAAAABJRU5ErkJggg==)-th email contains ![$n_{i}$](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAABUAAAAhBAMAAAGz1c2IAAAALVBMVEXZ2dmRkZGDg4NJSUkdHR0PDw+urq6goKB0dHRmZmY6OjosLCwAAADLy8u9vb1WidoCAAAAAXRSTlMAQObYZgAAAGxJREFUGJVjYICAAgZkMBGFx/CAARtgVgAS67BKIQOZC2Cz7/HABOQIasEG+LjABkxgYQhgYDhwD2T3hJu8BnCH0A50rptpCWUysscy3Elg4ANzuBQYYOIMIgzsG/Q4ZiE08foi2NxowUkJAAC2BBBSjMWmggAAAABJRU5ErkJggg==) words.

The entire dictionary contains ![$\vert V\vert$](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAB4AAAAlBAMAAAHQpHRpAAAALVBMVEXZ2dmRkZGDg4NXV1cdHR0PDw+urq6goKB0dHRmZmY6OjosLCwAAADLy8u9vb1GGBFXAAAAAXRSTlMAQObYZgAAAIZJREFUKJFjYMAAPAkMnGgimIpQwAIowQ5n4QecYQyRXGDWASYGCGNBApRRwABlMCAxSAYLnk5gcgAzOBkYISLsBTDHTlCAMtbBRM7CGAtgDAY0Bq0BklcXQPlcIIYtgs9xgIHhBpI820EGsJ9gfAZPBl1k/QzWHCjmMcgUoPLR7MPLpykAABHqHHaevPikAAAAAElFTkSuQmCC) words.

You will calculate the parameters ![$\phi_{k\vert y=1}$](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAADQAAAAiBAMAAAGV3tfIAAAAMFBMVEXZ2dmRkZGDg4NXV1dJSUkdHR0PDw+urq6goKB0dHRmZmY6OjosLCwAAADLy8u9vb25OX5cAAAAAXRSTlMAQObYZgAAAPVJREFUKJFjYAABRhDBHsCADRRwY4qxCQowMHBgVQ4BH6C0AZIYK1DLhoLnDLxg+wrx6MYAnMgcLoYFSLwLExIOAKkHDCBzQaBWgYGba9UCXlLMxw8YcUvxLUfmGSwwALoOBgQKLjhAeODA4m8o4IIb5ajBYcD1ggXK42TgZuDi5V+1agGIx88A8uMEJHO5GAYL0MMtNQGXxOKql37YZVYzvGToZViGxYMc94CRbMKwElXqApiM4FN4o8B3YXIAF4PUATauVUAAk+ITAcYH18IFQF3MAjNRdAGtAqZbBisBLgauxdCU3nVrAYqtXAyHF+L24CAEAIBELf6gw0AuAAAAAElFTkSuQmCC), ![$\phi_{k\vert y=0}$](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAADQAAAAiBAMAAAGV3tfIAAAAMFBMVEXZ2dmRkZGDg4NXV1dJSUkdHR0PDw+urq6goKB0dHRmZmY6OjosLCwAAADLy8u9vb25OX5cAAAAAXRSTlMAQObYZgAAAQRJREFUKJFjYAABRhDBHsBwgQETFHDzYoixCQowMPA9wKIaCj5AaQMkMS4GBo4NBc+h9hXi1owJOJE5XAwLkHgXJiQcAFJAtwQEgAVqFRi4uVYtMEC2mjLAiFuKbzkyz2CBAciXUCBQcMEBwjMG+pyBv6GAC26UowaHAdcLFiiPk4GbgYuXf9WqBR1AHj8DyI8TkMzlYhgsQA+31ARcEourXvphl1nN8JKhl2EZFg9y3ANGsgnDShQpc3ZwnEbwKbxR4LswOYCLQeoAG9cqIAAmXHDS5RMBxgfXwgVAXcwCMyG6EoAQBF4CMRuDlQAXA9diSEpheLz4AYqtXAyHF+L24CAEAHMWMgo0VBvDAAAAAElFTkSuQmCC), and ![$\phi_{y}$](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAABgAAAAiBAMAAAHAvzSWAAAAMFBMVEXZ2dmRkZGDg4NXV1dJSUkdHR0PDw+urq6goKB0dHRmZmY6OjosLCwAAADLy8u9vb25OX5cAAAAAXRSTlMAQObYZgAAAJ9JREFUGJVjYGBgYGRgYG9gQAYFE5A4bIIMqOADEBtAmBz7QdodGLACTjDJxbAARF2YkMCgABa4gF01BmBE5vAtB1MGC8AWCxSADOFg4Ac721GDbxPYOg4eIMXPwM5OpA3EAD1kDlKwLK566Qdjr2Z4ydALZXPcA/rXBCYTwafwRoFzDf8GsB9EQJ4IZC4AS70EiewyRpjIY9VARXeDAQBbrBpVKuc/mQAAAABJRU5ErkJggg==) from the training data. Then, to make a prediction on an unlabeled email, you will use the parameters to compare ![$p(x\vert y=1)p(y=1)$](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAJ0AAAAlBAMAAAHdlsZrAAAAMFBMVEXZ2dmRkZGDg4NXV1dJSUkdHR0PDw+urq6goKB0dHRmZmY6OjosLCwAAADLy8u9vb25OX5cAAAAAXRSTlMAQObYZgAAAl1JREFUSIntVL+L1EAYfbvZdZO5y49GEbFYC5s7i+XsBPW0soyF/e5/YGe1MHA2LhxGrOyCB4eMHMSrbIRDG7XQ1eqw2Esj4oGQxk7Bb5LJz0twt7DwuAeZH+978zJf5psABfAg6TcAM2AcYP5DzAket20IuGB83lXJIgsPdjUmOLpeGLniGXiILjm+SOKBnvSDhVwXBi+Mza9W3wITRM5cQPiStO9QYBCTP93PiozhyCYEHv/bHc4PTk+QzSiTlEzjRtLHXS6kD+0rMjMiAh19LCNBx44y4VSSDP3CG4EnAwOTFQRsR9Gr1+GfXTfQ3lbExkvpqB+oPR6m6wHN3ieS5afMFkj4mMErzZZlbRVJDbrqSzBJWSJNpWNVXbtMmtLc0k5Z8KYRxhQRQsQ0JLnZygm6DZ7k6ZgMM1+OPjWsmxNTYPjdhiwYrmXLLbiHNvRuye+9z7C2RlV2TS3f8dv4QuTS04yQyTsqtaFb+DI+kXt5zVC+HV99qit5gqFGEu9cWNSd4P9Gy0n6oCHOwqqyySGGtY5mv5VX1FyoKouYXOVUemFO/EoHtfvbpEe7W1GWYJIfPiZvfytu4BYNxE0xIj9jC3rFVfoRN7ktdqWytQVrWON3X45632Y0owvawpl4f3wVy/2jfnSH7ymlcx5sUOOX/AE6HrblhQdeJ/nu42JNviTRUuU7/I4a/cYRXVfK4jQb9hzy6816oxo/yveHUmJkvako8nyTH0HpPNp7OAo6j+eZ0j6oUeBDHirUi8DlOvEj4JNSLoWXwhpFsV7+Ws9aWFVW0cSf4BjhDw0gm9Jd7gFCAAAAAElFTkSuQmCC) and ![$p(x\vert y=0)p(y=0)$](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAJ0AAAAlBAMAAAHdlsZrAAAAMFBMVEXZ2dmRkZGDg4NXV1dJSUkdHR0PDw+urq6goKB0dHRmZmY6OjosLCwAAADLy8u9vb25OX5cAAAAAXRSTlMAQObYZgAAAoRJREFUSIntVL+LE0EYfdndJLuT7I9GkcNiBW3uLMLZWUi0slwL++Q/uEqrwBQieCCsWNktnhwyh7DeXxC0UQtdrY4rkm1EPBDS2Cn4Tfb3XoKXwsLjXrI7M2/evJ1v5psBSuAhWrJUATNkDwEW2DghOJr0ViDgQQ5dAYqFR/sqEzxq+vHMEy9NxOTG8TrpD/Wk7K3kujKMrOJR+F8t1wITMDGhpggQAfZd6ugRaeCn90WSg3SEI18x8PTfzvDk4PSEeUvts4xMiV4a7LwohFELQWkhiDAlAU0fgSqhZs9yYSRJBjcXSjwj4+11hOxV/mkEF/oGlN3809JRn6ZzPHKLSdkHRLJil9mKQZ8i+JWW2Iqr5JqTHAm1OoqH3SrJeaKrrqSBQKmQBv18WGrLgh/NMKIeIQQJAnIj8nEjI5g8HL7ca9omw8z9AJcarFn40XkZfLchE4aryXDwsQXvyIbeTAnHkX4fAobNTcqyG3m8Cg6J7DzP4nVl8E4a2sDLZ96lT6sYFzlD8WpBulTXi5BjSjv4a3FZd4b/Gw0nKcMl/SyuK5c5zGH1sdzvBe7FuFRXlnEZmgstLohfWWWBnz4BC6Fu1ZRVhUXX4ad5Y/2duInbVBG3xJD8jB3oFVcWyT9x23fEvlQ2dmANagocAg9kvf1tApMT0cD5+fz4BrrucT86w/dTpXMRpYu58EtuAM3HrjzwwJsk3gNcqUejhtJPzZTv8XtWUUwhr//EbzSj40pRnGODtkN+7Ul7WF2e+X5QvD9SJYbW26piAx03jTe5CCr7oYxxHLQfe7nSni5Q4GPRVcoXgWuLxE+Az6myE1+NFyjK+fLXfFbjurKOZfwZThH+ACFqrCp3N3VPAAAAAElFTkSuQmCC), as described in the lecture videos. In this exercise, instead of comparing the probabilities directly, it is better to work with their logs. That is, you will classify an email as spam if you find

![\begin{displaymath}
\log p(x\vert y=1)+\log p(y=1)>\log p(x\vert y=0)+\log p(y=0)\end{displaymath}](data:image/png;base64,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)

**Implementing Naive Bayes using prepared features**

If you want to complete this exercise using the formatted features we provided, follow the instructions in this section.

In the data pack for this exercise, you will find a text file named "train-features.txt" that contains the features of emails to be used in training. The lines of this document have the following form:

2 977 2

2 1481 1

2 1549 1

The first number in a line denotes a document number, the second number indicates the ID of a dictionary word, and the third number is the number of occurrences of the word in the document. So in the snippet above, the first line says that Document 2 has two occurrences of word 977.

To look up what word 977 is, use the "feature-tokens.txt" file, which lists each word in the dictionary alongside an ID number.

**Load the features**

Now load the training set features into Matlab/Octave in the following way:

numTrainDocs = 700;

numTokens = 2500;

M = dlmread('train-features.txt', ' ');

spmatrix = sparse(M(:,1), M(:,2), M(:,3), numTrainDocs, numTokens);

train\_matrix = full(spmatrix);

This loads the data in our "train-features.txt" into a sparse matrix (a matrix that only stores information for non-zero entries). The sparse matrix is then converted into a full matrix, where each row of the full matrix represents one document in our training set, and each column represents a dictionary word. The individual elements represent the number of occurrences of a particular word in a document.

For example, if the element in the i-th row and the j-th column of train\_matrix contains a "4", then the j-th word in the dictionary appears 4 times in the ith document of our training set. Most entries in train\_matrix will be zero, because one email includes only a small subset of the dictionary words.

Next, we'll load the labels for our training set.

train\_labels = dlmread('train-labels.txt');

This puts the y-labels for each of the ![$m$](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAABUAAAARBAMAAAG3r8olAAAAMFBMVEXZ2dmRkZGDg4NXV1dJSUkdHR0PDw+urq6goKB0dHRmZmY6OjosLCwAAADLy8u9vb25OX5cAAAAAXRSTlMAQObYZgAAAGRJREFUCJljYICABWg0QwIDMmBRABIODOhA9sGGC0DqPSuDEIYcGuDn5n3QADSfhxHIucDICrKrgXsBfk1Ywaz9q1xeLQHrZOTIY/j7ge86WJxbgcGKgdkAzBZl4L/HUMsuwAAA/J0USTwaExUAAAAASUVORK5CYII=) the documents into an ![$m \times 1$](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAADYAAAAhBAMAAAEXv3VbAAAAMFBMVEXZ2dmRkZGDg4NXV1dJSUkdHR0PDw+urq6goKB0dHRmZmY6OjosLCwAAADLy8u9vb25OX5cAAAAAXRSTlMAQObYZgAAAMVJREFUKJFjYICCBgaGBQwbGNABHxAv4OPAEAepZ0iA0gRBQQGQYFFgYAbzHIB8ZqL04QIgzbIPNlxgYFDXg3LfszIIMTAovCPWSVQAzKhcXjiLBwjBXH5u3gdA1yQcgMou4GEES0O5FxhZgaSBAUy2gXsBUBIotnYB7V1PH9Bl24BbkhciN2v/KpdXSxaAmEznGNj3IckxcuQx/P3Adx0sxJR1DkUftwKDFQOzAUTOzg5FTpSB/x5DLbsASMqAgQ/ZzOENAIN0J18d61T7AAAAAElFTkSuQmCC) vector. The ordering of the labels is the same as the ordering of the documents in the features matrix, i.e. the i-th label corresponds to the i-th row in train\_matrix.

**A note on the features**

In a Multinomial Naive Bayes model, the formal definition of a feature vector ![$\vec{x}$](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAA8AAAARBAMAAAGHI9sEAAAAMFBMVEXZ2dmRkZGDg4NXV1dJSUkdHR0PDw+urq6goKB0dHRmZmY6OjosLCwAAADLy8u9vb25OX5cAAAAAXRSTlMAQObYZgAAAFtJREFUCJljYAACFhDBYAAmL4BJDgYIYF7AAAMCDAwfNiiA1DUwoIAFCM0MDArhQILvA0grP5BYv54BHTCByerdu7cdQBZmt/Kw3gCx5yRUiDEAQh96uoCLgQEAWb8QPVFR5uwAAAAASUVORK5CYII=) for a document says that ![$x_j = k$](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAADoAAAAiBAMAAAGLF+d7AAAAMFBMVEXZ2dmRkZGDg4NXV1dJSUkdHR0PDw+urq6goKB0dHRmZmY6OjosLCwAAADLy8u9vb25OX5cAAAAAXRSTlMAQObYZgAAANJJREFUKJFjYICCDwwsDDiAAxihgQYgDgAxEkDEAlx6weAC3A6I8gUMnBOAetn58OoiBMDuFbigACRXrVrFwGDwEySg8ADGn9AEUcdIkS3EA3c0/gI0PjgUCsyBBNeqVSsYGCz5GcCO+wCRZvcDkayMMHkWXiCLY8UCDqg8KxPUwANo5hpQw/EDCBgT8MmyKkBopsUWqzdgyKoyaF4E0QJ810HUB1TZyHVQBheWMOJ0KPsAsb6t4SUD+ypUw9kK2PomICnGG8jf8MjxZ9nh0zqUAADCbisQxedCowAAAABJRU5ErkJggg==) if the j-th word in this document is the k-th word in the dictionary. This does not exactly match our Matlab/Octave matrix layout, where the j-th term in a row (corresponding to a document) is the number of occurrences of the j-th dictionary word in that document.

Representing the features in the way we have allows us to have uniform rows whose lengths equal the size of the dictionary. On the other hand, in the formal Multinomial Naive Bayes definition, the feature ![$\vec{x}$](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAA8AAAARBAMAAAGHI9sEAAAAMFBMVEXZ2dmRkZGDg4NXV1dJSUkdHR0PDw+urq6goKB0dHRmZmY6OjosLCwAAADLy8u9vb25OX5cAAAAAXRSTlMAQObYZgAAAFtJREFUCJljYAACFhDBYAAmL4BJDgYIYF7AAAMCDAwfNiiA1DUwoIAFCM0MDArhQILvA0grP5BYv54BHTCByerdu7cdQBZmt/Kw3gCx5yRUiDEAQh96uoCLgQEAWb8QPVFR5uwAAAAASUVORK5CYII=) has a length that depends on the number of words in the email. We've taken the uniform-row approach because it makes the features easier to work with in Matlab/Octave.

Though our representation does not contain contain any information about the position within an email that a certain word occupies, we do not lose anything relevant for our model. This is because our model assumes that each ![$\phi_{k\vert y}$](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAACMAAAAiBAMAAAFQrE1ZAAAAMFBMVEXZ2dmRkZGDg4NXV1dJSUkdHR0PDw+urq6goKB0dHRmZmY6OjosLCwAAADLy8u9vb25OX5cAAAAAXRSTlMAQObYZgAAANBJREFUKJFjYAACRiBmD2BAAwXcKFw2QQF0FRDwAUwaIAQ4NhQ8BxtaiF0DAnDCGFwMC6CsCxMSDgCpB2BOrQIDN7oe4gAjphDfchjLYIEB0EYQECi44ABmcTDwNxRwgbU5anAYcL1gATuPm4GLlx/I4ge7cQLctbQGephCE9AFFle99EMVWc3wkqGXYRmSAznuAQPWhGElspsj+BTeKPBdmBzAxSB1gA0sxCcCDBuuhQuAqpgFZkKUvQRiNgYrAS4GrsVoaYOL4fBCMj1GGQAAeGsjTAxTiBgAAAAASUVORK5CYII=) is the same for all positions of the email, so it's possible to calculate all the probablities we need without knowing about these positions.

**Training**

You now have all the training data loaded into your program and are ready to begin training your data. Here are the recommended steps for proceeding:

**1.** Calculate ![$\phi_{y}$](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAABgAAAAiBAMAAAHAvzSWAAAAMFBMVEXZ2dmRkZGDg4NXV1dJSUkdHR0PDw+urq6goKB0dHRmZmY6OjosLCwAAADLy8u9vb25OX5cAAAAAXRSTlMAQObYZgAAAJ9JREFUGJVjYGBgYGRgYG9gQAYFE5A4bIIMqOADEBtAmBz7QdodGLACTjDJxbAARF2YkMCgABa4gF01BmBE5vAtB1MGC8AWCxSADOFg4Ac721GDbxPYOg4eIMXPwM5OpA3EAD1kDlKwLK566Qdjr2Z4ydALZXPcA/rXBCYTwafwRoFzDf8GsB9EQJ4IZC4AS70EiewyRpjIY9VARXeDAQBbrBpVKuc/mQAAAABJRU5ErkJggg==)

**2.** Calculate each ![$\phi_{k\vert y=1}$](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAADQAAAAiBAMAAAGV3tfIAAAAMFBMVEXZ2dmRkZGDg4NXV1dJSUkdHR0PDw+urq6goKB0dHRmZmY6OjosLCwAAADLy8u9vb25OX5cAAAAAXRSTlMAQObYZgAAAPVJREFUKJFjYAABRhDBHsCADRRwY4qxCQowMHBgVQ4BH6C0AZIYK1DLhoLnDLxg+wrx6MYAnMgcLoYFSLwLExIOAKkHDCBzQaBWgYGba9UCXlLMxw8YcUvxLUfmGSwwALoOBgQKLjhAeODA4m8o4IIb5ajBYcD1ggXK42TgZuDi5V+1agGIx88A8uMEJHO5GAYL0MMtNQGXxOKql37YZVYzvGToZViGxYMc94CRbMKwElXqApiM4FN4o8B3YXIAF4PUATauVUAAk+ITAcYH18IFQF3MAjNRdAGtAqZbBisBLgauxdCU3nVrAYqtXAyHF+L24CAEAIBELf6gw0AuAAAAAElFTkSuQmCC) for each dictionary word and store the all results in a vector.

**3.** Calculate each ![$\phi_{k\vert y=0}$](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAADQAAAAiBAMAAAGV3tfIAAAAMFBMVEXZ2dmRkZGDg4NXV1dJSUkdHR0PDw+urq6goKB0dHRmZmY6OjosLCwAAADLy8u9vb25OX5cAAAAAXRSTlMAQObYZgAAAQRJREFUKJFjYAABRhDBHsBwgQETFHDzYoixCQowMPA9wKIaCj5AaQMkMS4GBo4NBc+h9hXi1owJOJE5XAwLkHgXJiQcAFJAtwQEgAVqFRi4uVYtMEC2mjLAiFuKbzkyz2CBAciXUCBQcMEBwjMG+pyBv6GAC26UowaHAdcLFiiPk4GbgYuXf9WqBR1AHj8DyI8TkMzlYhgsQA+31ARcEourXvphl1nN8JKhl2EZFg9y3ANGsgnDShQpc3ZwnEbwKbxR4LswOYCLQeoAG9cqIAAmXHDS5RMBxgfXwgVAXcwCMyG6EoAQBF4CMRuDlQAXA9diSEpheLz4AYqtXAyHF+L24CAEAHMWMgo0VBvDAAAAAElFTkSuQmCC) fore each dictionary word store the all results in a vector.

**Testing**

Now that you have calculated all the parameters of the model, you can use your model to make predictions on test data. If you are putting your program into a script for Matlab/Octave, you may find it helpful to have separate scripts for training and testing. That way, after you've trained your model, you can run the testing independently as long as you don't clear the variables storing your model parameters.

Load the test data in "test-features.txt" in the same way you loaded the training data. You should now have a test matrix of the same format as the training matrix you worked with earlier. The columns of the matrix still correspond to the same dictionary words. The only difference is that now the number of documents are different.

Using the model parameters you obtained from training, classify each test document as spam or non-spam. Here are some general steps you can take:

**1.** For each document in your test set, calculate ![$\log p(\vec{x} \vert y = 1) + \log p(y=1)$](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAOsAAAAlBAMAAAEmwTO0AAAAMFBMVEXZ2dmRkZGDg4NXV1dJSUkdHR0PDw+urq6goKB0dHRmZmY6OjosLCwAAADLy8u9vb25OX5cAAAAAXRSTlMAQObYZgAAA61JREFUWIXtVs+LFEcU/qZrZrunZrp7vQqBkZCLHmzQg5kVMiGHiIewp+wpZv0DAgtrjkJ7EE/iSP6BZkcjlCQO5BJYEoZ4SS6hNBBlwd32YATx0OhhD2ZZX1VX/5iZXlZiVIT5oLur3qv3vvde/WpgGq2xXi92ILAI6X/Fo4rR+8LT/lz1crRgAZHqNxh3/ou/CTxbjPHiSAhBThfJL302SSSizPmyh9btYnwogZqO638gfw2Uc3edrOhhrv4auEP53KFMXD0n/BvLsxgXIRqkDoAdUl/M1a42NWpgKCeZGrjwZjN6CziRtyKq1TDvsSxJK0+7VN9YjU4FD+nhqlHYUvn66aLXtn3zGIR6uMMhOwHq3FWjhrxR2EqI6yKBlK5L0t4lid5ubqtW/TV7gAdncDzgOHYaw9aa0f4QGV5riwXtv+Pmd9QXJn7rp4SbcSLgI50vhgfjPK5SemyAywkcb60QBdOlm+HNwC822ko6TQZOtowauahZaEf6+MltaRn4cdmWZY0MpSmVGGW28+NeUxNesrWV11JUEh313m4wC5y1PHSW4FOIjhBCmXiZbRD5u4iD5diWER0r6nhNo5WSNyzaI3N0hCbk20JB5ysvtFn4bkJh0fi+zHn1u8csTe+B+fTt5Ly+cWIn2/SZ8/oJhZDzUhL+XXbDehBAhE3cugUcXk4t/IWOybce0Vn4F9qC8v3MFJNv6HzT8OzsbusXxWRFaYb6YgjmivnSdVa2otOI9PwCg0JbKusTgdM0E6wQvePrZYYZXhnNWL2vlC7FcRzY30VtvlrO4/Sb/p6MwYmA9fX1L5MKWn9wn95fjI+XU8O8XgXl4V/odWhP2nNZozJbRdtOygMqaP+tssRlethKRvtcfAJPiKMRvO5a93P8TOdP99TCkLweDPBPBa3Tm6Btdj8GVm/+eINy+l18ilM0UwM4E3ErWiNzw3oA1nNDFXPNXiadVHfEH8prrTYqH145bXYJZbT2Fvx75IB09uNN8kn68AjanWlaY+qG9NfNpdUVMfVaHdzWitqi9tru+1uvQMupv4GTA1XAeh/fa/19fFRR5JzWXsK3K/V0tj5IiJiK/NujiCuvc/NPJ/+CKot8DCwwJ/n5hJpUZHvTPltBO1741RirJFhS7bEltZNgGu24TGvAaJWQoKvaeklZowpTs6QMPqQt1UNTZ+FEOe2v1p8VphMbyODRCppDpJNCG0hQCSpwtUqYIj0u9thAeK3jgsX7284ww3uClzrLA8n9jtxdAAAAAElFTkSuQmCC)

**2.** Similarly, calculate ![$\log p(\vec{x} \vert y = 0) + \log p(y=0)$](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAOsAAAAlBAMAAAEmwTO0AAAAMFBMVEXZ2dmRkZGDg4NXV1dJSUkdHR0PDw+urq6goKB0dHRmZmY6OjosLCwAAADLy8u9vb25OX5cAAAAAXRSTlMAQObYZgAAA9FJREFUWIXtV8+LHEUU/qZrZrunZrp7vQaEEfFiDjZkDzoRHMnBkIPsyT2p48mTsLAmB0FoD5JTsMV/oNiJLpRg+igsyGIuepGKggYhu+0hCqLQ6CEHXdZXVf1jeqZlJRpFmI+ZnupX9d5X70e97gGWMQC8YpgAk8yD7GxChS9ykbQsPw0B2Uvh14LzEPq+x/h9WFvCL5sZfjsbQwqOTcAXwCGJpICyC6YBBjfr9TGJO2Zf/wT7/cNr3gzsINaXqZa8DNwif25pT4Se5q85gcO4jFWPpiPgmKbf1tMmZb5RpelpTw9StcjUw1sP1KF/A09WI0GxSqu7N0ThpFO5PRffDb3aCr6jrym7Wlf0dZnr+BvdpPha+Jjq5R6HGkXocl+vSnmv1lWQ78scSvk+SSdXFSYnla6u+uvuDHdewkbEce4S0sFuteeC1zli0fDrrP8e3cty/xsoT4eM+IHxF+mZrNrYnHtshms5vGC3FkUtsVvhgSCsD9q2TVOBC2UZ9SpRvxrxPdN+Kl0qgzCbWzdldlSnuU6pN8BBqbvesKqxBsXndF1ttd5VwjHSuvd6zAFngwCjLYS0RU9KSRWrglI3EuEJsmiauUpQW9FdyNpVivccsrRGLTQn207FSz5oK3RY+EkOfTSQqIrX6E6YY+gDsJB+R5aX/A0LXje/p40FSU5bsLzeEORE+CXbc+5EkHEfN24Aj0+rOBf+doUU/lcYSvL3QlbG2fhro+GiaLNJHUxWRy41D4Zorc6XibPWlaOeMPkFZvVsHVb8KHGJMsFq0X/8eFlhhb+Mfqav78w9FJt46HQTnfV2Oc/sr309acATwP7+/gt5C23wqj5PzzfXq+VlkxbK67iS4ZE/pX29HLTQDgR+jjHM5xe00P7ewuodgqdg2yXtr/IZBFI+IRCMd8fP4WPqP+OL51OyeibC9w1demmljzdZoO2PnwJ2Pvxoj7rdZ/JZXKRMzeA19s2V/hQyP+5GYBM/1nvuuFNc0z14HZ9rq53OwXzzqmjLh1BJ6x4h/IYM3KYN/3BINmk+PovhaJm2UPVjMsOVM5aZjuEIN80E/WnQVodJeLQY5ON4iVab+xZPz3QAuwk+MPO38dhikFla07pbuLzdtdl6OCdiCvKnd/VzKsXa+k/NtyBbUktBPgcWFZ38zZyGFGT30H2loWpLqhn4nQw7JNjS40ZJHedYxjCbpy3AqEpIMNZjU1LOQYtqUVIFHqXYT9A3Xniiov3E+aJFdeEAFbi7jX4KmxQ6QJJC0IJ324QWtl20HiCDv9EuWHa67gor/E/wB3XOE4202kFeAAAAAElFTkSuQmCC)

**3.** Compare the two quantities from (1) and (2) above and make a decision about whether this email is spam. In Matlab/Octave, you should store your predictions in a vector whose i-th entry indicates the spam/nonspam status of the i-th test document.

Once you have made your predictions, answer the questions in the Questions section.

**Note**

Be sure you work with log probabilities in the way described in the earlier instructions and in the lecture videos. The numbers in this exercise are small enough that Matlab/Octave will be susceptible to numerical underflow if you attempt to multiply the probabilities. By taking the log, you will be doing additions instead of multiplications, avoiding the underflow problem.

**Implementing Naive Bayes without prepared features**

Here are some guidelines that will help you if you choose to generate your own features. After reading this, you may find it helpful to read the previous section, which tells you how to work with the features.

**Data contents**

The data pack you downloaded contains 4 folders.

**a.** The folders "nonspam-train" and "spam-train" contain the preprocessed emails you will use for training. They each have 350 emails.

**b.** The folders "spam-test" and "nonspam-test" constitute the test set containing 130 spam and 130 nonspam emails. These are the documents you will make predictions on. Notice that even though the separate folders tell you the correct labeling, you should make your predictions on all the test documents without this knowledge. After you make your predictions, you can use the correct labeling to check whether your classifications were correct.

**Dictionary**

You will need to generate a dictionary for your model. There is more than one way to do this, but an easy method is to count the occurrences of all words that appear in the emails and choose your dictionary to be the most frequent words. If you want your results to match ours exactly, you should pick the dictionary to be the 2500 most frequent words.

To check that you have done this correctly, here are the 5 most common words you will find, along with their counts.

1. email 2172

2. address 1650

3. order 1649

4. language 1543

5. report 1384

Remember to take the counts over *all* of the emails: spam, nonspam, training set, testing set.

**Feature generation**

Once you have the dictionary, you will need to represent your documents as feature vectors over the space of the dictionary words. Again, there are several ways to do this, but here are the steps you should take if you want to match the prepared features we described in the previous section.

**1.** For each document, keep track of the dictionary words that appear, along with the count of the number of occurrences.

**2.** Produce a feature file where each line of the file is a triplet of (docID, wordID, count). In the triplet, docID is an integer referring to the email, wordID is an integer referring to a word in the dictionary, and count is the number of occurrences of that word. For example, here are the first five entries of a training feature file we produced (the lines are sorted by docID, then by wordID):

1 19 2

1 45 1

1 50 1

1 75 1

1 85 1

In this snippet, Document 1 refers to the first document in the "nonspam-train" folder, "3-380msg4.txt." Our dictionary is ordered by the popularity of the words across all documents, so a wordID of 19 refers to the 19th most common word.

This format makes it easy for Matlab/Octave to load your features as an array. Notice that this way of representing the emails does not contain any information about the position within an email that a certain word occupies. This is not a problem in our model, since we're assuming each ![$\phi_{k\vert y}$](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAACMAAAAiBAMAAAFQrE1ZAAAAMFBMVEXZ2dmRkZGDg4NXV1dJSUkdHR0PDw+urq6goKB0dHRmZmY6OjosLCwAAADLy8u9vb25OX5cAAAAAXRSTlMAQObYZgAAANBJREFUKJFjYAACRiBmD2BAAwXcKFw2QQF0FRDwAUwaIAQ4NhQ8BxtaiF0DAnDCGFwMC6CsCxMSDgCpB2BOrQIDN7oe4gAjphDfchjLYIEB0EYQECi44ABmcTDwNxRwgbU5anAYcL1gATuPm4GLlx/I4ge7cQLctbQGephCE9AFFle99EMVWc3wkqGXYRmSAznuAQPWhGElspsj+BTeKPBdmBzAxSB1gA0sxCcCDBuuhQuAqpgFZkKUvQRiNgYrAS4GrsVoaYOL4fBCMj1GGQAAeGsjTAxTiBgAAAAASUVORK5CYII=) is the same for all positions.

**Training and testing**

Finally, you will need to train your model on the training set and predict the spam/nonspam classification on the test set. For some ideas on how to do this, refer to the instructions in the previous section about working with already-generated features.

When you are finished, answer the questions in the following Questions section.

**Questions**

**Classification error**

Load the correct labeling for the test documents into your program. If you used the pre-generated features, you can just read "test-labels.txt" into your program. If you generated your own features, you will need to write your own labeling based on which documents were in the spam folder and which were in the nonspam folder.

Compare your Naive-Bayes predictions on the test set to the correct labeling. How many documents did you misclassify? What percentage of the test set was this?

**Smaller training sets**

Let's see how the classification error changes when you train on smaller training sets, but test on the same test set as before. So far you have been working with a 960-document training set. You will now modify your program to train on 50, 100, and 400 documents (the spam to nonspam ratio will still be one-to-one).

If you are using our prepared features for Matlab/Octave, you will see text documents in the data pack named "train-features-#.txt" and "train-labels-#.txt," where the "#" tells you how many documents make up these training sets. For each of the training set sizes, load the corresponding training data into your program and train your model. Then record the test error after testing on the same test set as before.

If you are generating your own features from the emails, you will need to select email subsets of 50, 100, and 400, keeping each subset 50% spam and 50% nonspam. For each of these subsets, generate the training features as you did before and train your model. Then, test your model on the 260-document test set and record your classification error.